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 های گرافی احتمالاتیمدل

 (نمره  6) قلال زیر را مشخص کنید:گراف زیر وجود و عدم وجود شرایط است برای  .1

 

 

 

 

 

 (نمره 9)شرطی روی آن را در نظر بگیرید. های احتمالاتی شبکه زیر با توزیع .2

 

 

 

را تقریب بزنیم. برای این کار توزیع پسین را با   𝑝(𝑧|𝑥)سین  زیع احتمال پتو  variational inferenceکمک  خواهیم به  می 

 زنیم: به صورت زیر تقریب می 𝛼یک توزیع رایلی با پارامتر  

 

 . را محاسبه کنید  𝛼مقدار بهینه پارامتر 

 

 م:داری 𝛼با پارامتر با توزیع رایلی 𝑧 برای یک متغیر  راهنمایی:

 

 

 



 Autoregressiveی بر معمار تنیهای مبمدل

 Autoregressiveو    AEمعماری  ترکیبی از    Masked Autoencoder for Distribution Estimationمعماری   .1

را به یاد آورید. در میان دو شکل زیر توضیح دهید که آیا هیچ یک   chain ruleبرای تخمین توزیع فاکتورایز شده با  

 (نمره 10) باشد یا خیر؟ MADEیک تواند به عنوان می 

 

تابع  بعدی است.    Dکه توزیع داده در آن    در نظر بگیرید  D-1با یک لایه نهان با بعد    MADEالف( در حالت کلی یک  

 های این شبکه را به شکل زیر فرض کنید: لایه

 

های معتبر هستند ماتریس MADEبالا که های کدام از شکل   رهستند. برای ه  maskingهای ماتریس   𝑀𝑤و  𝑀𝑣که  

masking .را بنویسید 

𝑀𝑣𝑀𝑤ب( ماتریس   = 𝑀  های غیر صفر ماتریس  کسیمم تعداد خانه را در نظر بگیرید. ماM   ژگی  که در آن صورت وی

autoregressive  شود را محاسبه کنید؟ گراف همچنان حفظ می 

وان یک مدل مولد  به عن  transformer decoderو    transformer encoderید کدام یک از دو معماری  توضیح ده .2

 (نمره 5)فاده هستند؟ چرا؟قابل است 

 

رویکرد زیر دو  کوتاه در اختیار داریم. برای این کار  ک متن  توای یزدن برچسب به محفرض کنید تعداد زیادی داده برای   .3

 ( نمره 5) درنظر گرفته شده است: 

 برای هدف مشخص موعه داده روی مج بر discriminativeکوچک ک مدل یو آموزش توسعه  -

 promptدر  few-shotبه شکل  و دادن داده ها GPT4فاده از مدل زبانی است -

 ارائه دهید. دیگری ک از دو رویکرد یک مزیت بر ؟ برای هر یدهدآیا در رویکرد دوم هم آموزش رخ می 

 

 



 VAEهای مبتنی بر معماری  مدل

 (نمره 10)ر بگیرید. نظرا در   VAEو  Autoencoder (AE)ماری دو مع .1

به عنوان مدل مولد قابل استفاده    کهگونه این مساله را حل کرده است  چ  VAEتواند باشد و  یک مدل مولد نمی  AEف( چرا  ال

 است؟

) ازسازی  بتوضیح دهید چرا در  ب(   تصویر  معمایک  به  تصویر  بازساوارد کردن  تصویر  و گرفتن   عملکرد   VAE  (زی شدهری 

𝛽معماری   دارد؟ AEتری نسبت به  ضعیف − 𝑉𝐴𝐸  چگونه این مشکل را حل کرده است؟ 

 

 (نمره 20) د:ا در نظر بگیریر VAEتابع هزینه معماری  .2

 

گر عملآن در    پارامترهای که    است  𝑞𝜙توزیع  به  وجود امید ریاضی نسبت  به دلیل  سازی  بهینه در حین  چالش این تابع  

 ارد.د گرادیان وجود 

 د: ت کنیثاب وی زیر را اتس  importance samplingالف( به کمک روش 

∇𝜙𝐸𝑞𝜙(𝑧)[𝑓(𝑧)] =
1

𝑛
∑ 𝑓(𝑧𝑖)∇qϕ(𝑧𝑖) log 𝑞𝜙(𝑧𝑖)  

𝑛

𝑖=1

 

 چه مشکلی دارد؟ ؟ این تخمین استفاده کرد VAEزی سااز روش بالا برای حل مساله بهینهتوان نه می چگوب( 

 دهد؟سازی بالا پیشنهاد می ه رویکردی را برای حل بهینه چ reparameterizationج( تکنیک 

 رار گیرد؟ مورد استفاده قسازی عبارت بالا تواند در بهینه چگونه می RLتوضیح دهید که رویکرد د( مختصر 

 

 GANر معماری مبتنی بی هامدل

شان دهید که  ینه را بیابید. حال نبه   discriminator،  ثابت  generatorیک  ، برای  Goodfellow GANدر معماری   .1

میان توزیع واقعی داده و توزیع   Jensen-Shannonزی این معماری در هر گام به دنبال کمینه کردن فاصله  ساتابع بهینه 

 (مرهن 10) است. generatorهای داده

جایگزینی را این چالش چه    لهایی دارد؟ برای حچه چالش  f-divergenceخانواده  کمک  به    GANآموزش یک مدل   .2

 (نمره  5)کنید؟دو توزیع احتمالاتی پیشنهاد می تخمین فاصله برای 

 generatorآیا اگر راهی برای بیرون آوردن  شویم؟    Mode collapseست دچار مشکل  ممکن ا   GAN چرا در معماری  .3

  توانیم مطمئن باشیم کهمی   های دیگر فضا ببریم،  modalityو آن را به سمت یادگیری    داشته باشیم   modalityاز یک  

generator (نمره 10) چرا؟آورد؟  را در طول زمان به یاد مییع کل فضای توز  



 

اینجا می نشکل یک توزیع    به  variationalع  توزی  Gaussian VAEدر معماری   .4 م خواهیرمال در نظر گرفته شد. در 

به شکل مستقیم نگذاریم و آن را به شکل ضمنی و ها  و فرم توزیع نهایی داده  variationalفرم توزیع  محدودیتی روی  

 (نمره  15) .مدل کنیم GANبه کمک معماری 

 را در نظر بگیرید:  VAEزینه تابع هفرم زیر از  

 

 کرد: توان به شکل زیر بازنویسیعبارت اول را می الف( نشان دهید

𝐸𝑞 [log
𝑝(𝑥|𝑧; 𝜃)

𝑝𝑑𝑎𝑡𝑎(𝑥)
] + 𝐸𝑞[log 𝑝𝑑𝑎𝑡𝑎(𝑥)]   

 معماری جدیدی پیشنهاد دهید که در آن    ب(

 . شودمی مقایسه  p(z)با توزیع پیشین  discriminatorتوسط یک   variationalخروجی شبکه   -

 شود:می با توزیع اصلی داده مقایسه دیگر  discriminatorسط یک تو  (دردیکخروجی شبکه مولد ) -

 

د بر روی پارامترهای شبکه  نید. تابع هزینه بایرا با ذکر توضیحات محاسبه ک  آنهزینه  تابع  معماری جدید را بکشید و  

 تعریف شود.  discriminatorو دو  کدر، انکدردی


