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Recap

 We need a framework to interact with distributions for statistical generative

models.

 Probabilistic generative models

 Deep generative models

 Autoregressive models

 Variational autoencoder
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Latent variable models
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Latent variable models

 Latent variables helps to discover structures behind the
data.

 Useful for downstream tasks or interpretability.

 Latent variables can capture the variability in the data
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Latent variable models
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Example of shallow latent variable model: GMM
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The ELBO lower bound
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ELBO estimation with Monte Carlo
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Optimizing ELBO
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Optimizing ELBO
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Optimizing ELBO
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Stochastic Backpropagation
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The Reparameterization Trick 
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The Gaussian VAE
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The Gaussian VAE
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Reconstruction and Divergence
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The Gaussian VAE
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Reparameterization in VAE

 We can easily backpropagate the loss to the Encoder.
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Sampling from a Variational Autoencoder
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Sampling from a Variational Autoencoder
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VAE vs. AE (autoencoder)

 The main advantage of a VAE over a deterministic 
autoencoder is that it defines a proper generative model, 
that can create sensible-looking novel images by decoding 
prior samples.

 An autoencoder only knows how to decode latent variables 
derived from the training set and performs poorly when 
fed random inputs. 
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VAE vs. AE (autoencoder)
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VAE vs. AE (autoencoder)

 In the case of reconstruction task, both models can 
reconstruct a given input image reasonably well, although 
the VAE reconstructions are somewhat blurry.

 Row 1: main image

 Row 2: reconstructed 

with AE

 Row 3,4: reconstructed 

with VAE   
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ꞵ-VAE

 VAEs often generate somewhat blurry images

 This is not the case for models that optimize the exact likelihood, 
such as pixelCNNs

 Considering the reconstruction term of the VAE loss function:

 The VAE encoder maps a set of different inputs to a same 
latent variable. 

 By the above reconstructing penalty, decoder should 
predict the average of all possible inputs mapped to this 
latent code.  
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ꞵ-VAE

 We can solve this problem by increasing the expressive power of 
the posterior approximation (avoiding the merging of distinct 
inputs into the same latent code), or of the generator (by adding 
back information that is missing from the latent code), or both. 

 However, an even simpler solution is to reduce the penalty on 
the KL term, making the model closer to a deterministic 
autoencoder:
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